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The	  “bump”	  below	  p=.05	  
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values in other intervals. For each interval, residuals
were obtained by calculating the absolute difference
between the observed number of p values and the
predicted number of p values according to the expo-
nential models.

We first assessed the residuals for the distri-
bution of p from the three journals combined.
Chi-square analyses indicated significant variation
in the residuals for all four distributions, χ2(8)=
73.48, χ2(17)= 98.15, χ2(35)= 115.68, χ2(71)=
149.67, for the .01, 005, .0025, and .00125
models, respectively, all ps, .0001. Thus, some
residuals within each distribution were significantly
larger than others. Moreover, descriptive statistics
indicated that the largest residuals in each distri-
bution were found between .045 and .050, and
chi-square contrasts (Cox & Key, 1993) confirmed
that the residuals for those intervals tended to be
significantly larger than were the residuals in
other ranges. Descriptive statistics for the residuals
and the results of the chi-square contrasts are sum-
marized in Table 1. The results demonstrate that
the number of published p values that occurred
immediately below .05 was much greater than

would be expected based on the number of values
in the other ranges.

We also assessed the distribution of p values for
each individual journal. Table 1 displays the
descriptive statistics for the residuals and the
results of chi-square contrasts that tested whether
each residual differed significantly in size from
the other residuals in the same distribution. For
JEPG, a chi-square analysis revealed only margin-
ally significant variation in the residuals for the
.01 model, χ2(8)= 13.9, p= .08. The other
models (.005, 0025, and .00125) did not show sig-
nificant variation in the residuals, ps. .20.
Nevertheless, the residuals for the intervals
between .045 and .050 were either the highest (in
the .01 and .005 models) or the second highest in
the distributions (in the .0025 and .00125
models; higher residuals were at the extreme end
of the distribution where the number of p values
in each interval were typically small).

For JPSP, all four models revealed significant
variation in the residuals, χ2(8)= 44.8, χ2(17)=
55.9, χ2(35)= 87.2, χ2(71)= 165.7, for the .01,
005, .0025, and .00125 models, respectively, all

Figure 1.. The graphs show the distribution of 3,627 p values from three major psychology journals.
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Source:	  Masicampo,	  E.	  J.	  &	  Lalande,	  D.	  R.	  (2012).	  A	  peculiar	  prevalence	  of	  p	  values	  just	  below	  .05.	  Quarterly	  Journal	  	  of	  
Experimental	  Psychology,	  65,	  2271-‐2279.	  
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Stephenson, 2009; MacCallum & Austin, 2000). Factor loadings were assessed for statistical significance at the pb .01 level. Model
fit indices are summarized in Table 4.

Two main models were tested for each of Grades 5, 6, and 7, using the revised versions of the Cs. In the first set of models, the
theoretically specified relationships between indicator (subscale) and latent variables are included. For Grade 6, both Sympathy
and Caring indicators were used to estimate the latent variable of Caring. In the second set of models, all Harter subscale residuals
were allowed to correlate. Improvement in fit between Models 1 and 2 for each Grade was tested and found to be significant.

The final models for Grades 5, 6, and 7 are shown in Fig. 1. Although the model χ2 indicates model— discrepancies at all three
waves, it is sensitive to sample size. With large sample sizes, the χ2 statistic can become unreasonably powerful at detecting
discrepancies between the model and the data and, under realistic conditions, perfect model fit is not to be expected (Bollen,

Table 4
Model fit statistics for cross-sectional models.

Grade 5 Grade 6 Grade 7

M1 M2 M1 M2 M1 M2

χ2 2611.22 1185.7 5330.11 1867.34 2879.09 2234.86
df 99 89 147 136 114 107
Change in χ2 1425.52 3462.77 644.23
RMSEA 0.094 0.065 0.111 0.066 0.098 0.083
Confidence interval (.091, .097) (.062, .069) (.108, .113) (.064, .069) (.095, .101) (.080, .086)
CFI 0.930 0.967 0.907 0.971 0.932 0.950

Note. M1 (model 1): no correlated residuals. M2 (model 2): correlated residuals for Harter subscales.

Fig. 1. a. Grade 5 PYD measurement model with standardized parameter estimates. b. Grade 6 PYD measurement model with standardized parameter estimates.
c. Grade 7 PYD measurement model with standardized parameter estimates.

578 E. Phelps et al. / Journal of Applied Developmental Psychology 30 (2009) 571–584

Now	  the	  goal	  is	  to	  fit	  a	  model.	  
	  
Via	  the	  fit	  funcZon,	  the	  hypothesized	  model	  	  
(incl.	  distribuZonal	  assumpZons)	  	  
provides	  a	  chi-‐square	  test.	  	  
	  
	  
	  



Results	  from	  analyses	  aimed	  at	  either	  	  
p<.05	  (NHST)	  or	  p>.05	  (SEmodel	  fit)	  
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ReporZng	  SEMs	  &	  model	  fit	  
356 PETER W HOM AND RODGER W GRIFFETH

Table 2
Fit Indices for Nested Sequence of Cross-Sectional Models

Model NFI PFI Xdiff ANFI

1. Mobley's (1977) measurement
model 443.18* .92 .67

2. Quit & search intentions 529.80* .89 .69
Difference between Model 2

and Model 1 86.61* .03
3. Search intentions &

thoughts of quitting 519.75* .90 .69
Difference between Model 3

and Model 1 76.57* .02

4. Intentions to quit &
thoughts of quitting 546.97* .89 .69

Difference between Model 4
and Model 1 103.78* .03

5. One withdrawal cognition 616.97* .87 .70
Difference between Model 5

and Model 1 173.79* .05
6. Horn, Griffeth, & Sellaro's (1984)

structural model 754.37* .84 .71
Difference between Model 6

and Model 5 137.39* .03
7. Structural null model 2,741.49* .23 .27

Difference between Model 7
and Model 6 1,987.13* .61

8. Null model 3,849.07*

Note. NFI = normed fit index; PFI = parsimonious fit index.

previous investigators assumed validity or undertook partial
validations, our CFA more rigorously showed convergent and
discriminant validities for these operational expressions. More-
over, we verified a more precise representation of Mobley's con-
cept of perceived alternatives (Griffeth & Horn, 1988). Indeed,
this proxy predicted retention (r = —.24) more accurately than
did past proxies (cf. Steel & Griffeth, 1989). These promising
indicators might measure similar constructs in other turnover

theories, substituting for all too common ad hoc scales. Their
use may yield greater support for the substantive validity of
structural relations involving Mobley's concepts in alternative
formulations (Netemeyer et al., 1990; Schwab, 1980).

Our findings largely differentiated Mobley's (1977) con-
structs, but they also disputed the theoretical independence of
varied withdrawal cognitions. Supporting Miller et al.'s (1979)
and Steers and Mowday's (1981) supposition, we uncovered a

Table 3
Construct Correlations and Composite Reliabilities From Measurement Model 1

1.
2.
3.
4.
5.
6.
7.
8.

Latent
construct

Job satisfaction
Thoughts of quitting
Expected utility of withdrawal
Search intentions
Job search
Comparison of alternatives
Intentions to quit
Retention

1

.87
-.68
-.75
-.62
-.46
-.25
-.72

.38

2

.86

.90

.84

.67

.42

.82
-.32

3

.88

.80

.63

.37

.78
-.32

4

.93

.71

.33

.92
-.35

5

.96

.30

.61
-.38

6

.73

.32
-.24

7 8

.96
-.34 —

Note. Composite reliabilities (in italics) are on the diagonal. All correlations are signifcant at p < .05.

N=206	  
Χ2	  (DF=125)	  =	  417.4,	  p<.001	  
RMSEA	  =	  .103	  (90%CI:	  [.092,.115])	  
SRMR	  =	  .066	  
CFI	  =	  .948,	  NNFI	  =	  .928,	  GFI	  =	  .830	  

Source:	  Hom	  &	  Griffeth,	  1991,	  Journal	  of	  Applied	  Psychology	  
8	  



ReporZng	  
We	  drew	  a	  random	  sample	  of	  242	  arZcles	  that	  referred	  to	  AMOS,	  	  
LISREL,	  or	  M-‐PLUS	  manuals	  and	  selected	  only	  those	  that	  
used	  one	  of	  these	  packages	  to	  fit	  SEM/CFA	  models	  on	  data.	  
	  
Of	  the	  1286	  models….	  

§  322	  (25%)	  were	  reported	  with	  correlaZon	  matrix	  	  
§  322	  (25%)	  included	  a	  full	  path	  model.	  
§  1159	  (90.1%)	  reported	  the	  DF	  	  
§  1165	  (90.6%)	  reported	  the	  Chi-‐square	  
§  1024	  (79.6%)	  reported	  RMSEA	  
§  936	  (72.8%)	  reported	  CFI	  

	  

9	  



Structural Equation Modeling

We next conducted SEM with the data using AMOS 5.0

(Arbuckle, 2003). The choice of ordering is rarely straight-

forward in SEM (Davis, 1985; Kenny, 1979; Loehlin, 1992;
Pearl, 2000), and a predictive rather than causal model was

tested, primarily to provide a general picture of the rela-

tionship between target variables. The nine variables includ-
ed in the model (age, Big Five personality factors, Stern-

berg’s love dimensions, and relationship length) were di-

vided into four subsets in terms of their likely causal ordering.
Age was treated as an exogenous variable, personality factors

and love dimensions were modeled as both exogenous and

endogenous (mediators), and relationship length was treated
as endogenous.

The saturated model had 19 beta parameters. In this model,

paths were allowed from age to personality factors, from
personality factors to love dimensions, and from love dimen-

sions to relationship length (but no direct paths from age to

love dimensions and relationship length, respectively, or
from personality to relationship length). In addition, vari-

ables within the same block (that is, the Big Five factors and

the three love dimensions, respectively) were allowed to
correlate. The model’s goodness of fit was assessed via the v2

statistic (Bollen, 1989; tests the hypothesis that an uncon-

strained model fits the covariance or correlation matrix as
well as the given model; ideally, values should not be sig-

nificant); the goodness of fit index (GFI; Tanaka & Huba,

1985; a measure of fitness where values close to 1 are
acceptable) and its adjusted version (AGFI; adjust for the

number of degrees of freedom); the root mean square residual

(RMSEA; Browne & Cudeck, 1993; values of .08 or below
indicate reasonable fit for the model); the parsimony good-

ness-of-fit index (PGFI; Mulaik et al., 1989; a measure of

power that is optimal around .50); and the Akaike’s Infor-
mation Criterion (AIC; Akaike, 1973; gives the extension to

which the parameter estimates from the original sample will

cross-validate in future samples).

The saturated model, where only a variable directly to the
left of another was allowed to influence it, did not fit the data

well: v2 = (10 df, p \ .01) 4230.2, GFI = .95, AGFI = .77,

PGFI = .21, RMSEA = .16, AIC = 4300.2. Modifications
were, therefore, made in order to improve fit. On the basis of

the AMOS modification indices, expected parameter change

statistics, and standardized residuals, four paths were added
to the model. These included paths from age (the exogenous

variable) to commitment, passion, intimacy, and relationship

length. Additions were made one at a time, and were based on
multiple criteria that take into account theoretical, statistical,

and practical considerations. All other path coefficients and

fit statistics were examined after each addition to determine
its effect on these values. The modified model fitted the data

well: GFI = 1.0, AGFI = .99, PGFI = .13, RMSEA = .01

(.01–.02), AIC = 112.16, though the v2 = (6 df, p \ .01)
34.2 was significant (which, in large samples, tends to occur

even in well-fitting models (Joreskog & Sorbom, 1993).3

AMOS-squared multiple correlations indicated that age and
personality factors accounted for 8% of commitment, 13% of

intimacy, and 12% of passion. In sum, age, personality, and

love dimensions accounted for 37% of the variance rela-
tionship length. The modified model is graphically depicted

in Fig. 1. The standardized path coefficients are shown in

Table 3.

Table 2 Bivariate correlations between the Big Five factors, love dimensions, age, and relationship length

Variable 1 2 3 4 5 6 7 8 9 10

1. Age – -.18** .46** -.09** -.12** .13** -.05** -.02** .08** -.11**

2. Sex – -.07** .05** -.03** -.02* .10** .22** .06** .21**

3. RL – .08** -.13** .38** -.05** .01 .09** -.01

4. Intimacy – .54** .56** .14** .30** .20** .02**

5. Passion – .40** .18** .29** .11** -.05**

6. Commitment – .01 .21** .17** -.03*

7. E – .20** .02** -.18**

8. A – .20** .01

9. C – .00

10. N –

N neuroticism, C conscientiousness, A agreeableness, E extraversion, RL relationship length

* p \ .05; ** p \ .01

3 The model was also repeated excluding those participants that scored
‘‘1’’ (that is, ‘‘not applicable’’ on relationship length. This computation
did not affect the results v2 = (6 df, p \ .01) 62.4, GFI = .99,
AGFI = .99, PGFI = .13, RMSEA = .03, AIC = 140.4.
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Example	  	  (N=16,030)	  

Structural Equation Modeling

We next conducted SEM with the data using AMOS 5.0

(Arbuckle, 2003). The choice of ordering is rarely straight-

forward in SEM (Davis, 1985; Kenny, 1979; Loehlin, 1992;
Pearl, 2000), and a predictive rather than causal model was

tested, primarily to provide a general picture of the rela-

tionship between target variables. The nine variables includ-
ed in the model (age, Big Five personality factors, Stern-

berg’s love dimensions, and relationship length) were di-

vided into four subsets in terms of their likely causal ordering.
Age was treated as an exogenous variable, personality factors

and love dimensions were modeled as both exogenous and

endogenous (mediators), and relationship length was treated
as endogenous.

The saturated model had 19 beta parameters. In this model,

paths were allowed from age to personality factors, from
personality factors to love dimensions, and from love dimen-

sions to relationship length (but no direct paths from age to

love dimensions and relationship length, respectively, or
from personality to relationship length). In addition, vari-

ables within the same block (that is, the Big Five factors and

the three love dimensions, respectively) were allowed to
correlate. The model’s goodness of fit was assessed via the v2

statistic (Bollen, 1989; tests the hypothesis that an uncon-

strained model fits the covariance or correlation matrix as
well as the given model; ideally, values should not be sig-

nificant); the goodness of fit index (GFI; Tanaka & Huba,

1985; a measure of fitness where values close to 1 are
acceptable) and its adjusted version (AGFI; adjust for the

number of degrees of freedom); the root mean square residual

(RMSEA; Browne & Cudeck, 1993; values of .08 or below
indicate reasonable fit for the model); the parsimony good-

ness-of-fit index (PGFI; Mulaik et al., 1989; a measure of

power that is optimal around .50); and the Akaike’s Infor-
mation Criterion (AIC; Akaike, 1973; gives the extension to

which the parameter estimates from the original sample will

cross-validate in future samples).

The saturated model, where only a variable directly to the
left of another was allowed to influence it, did not fit the data

well: v2 = (10 df, p \ .01) 4230.2, GFI = .95, AGFI = .77,

PGFI = .21, RMSEA = .16, AIC = 4300.2. Modifications
were, therefore, made in order to improve fit. On the basis of

the AMOS modification indices, expected parameter change

statistics, and standardized residuals, four paths were added
to the model. These included paths from age (the exogenous

variable) to commitment, passion, intimacy, and relationship

length. Additions were made one at a time, and were based on
multiple criteria that take into account theoretical, statistical,

and practical considerations. All other path coefficients and

fit statistics were examined after each addition to determine
its effect on these values. The modified model fitted the data

well: GFI = 1.0, AGFI = .99, PGFI = .13, RMSEA = .01

(.01–.02), AIC = 112.16, though the v2 = (6 df, p \ .01)
34.2 was significant (which, in large samples, tends to occur

even in well-fitting models (Joreskog & Sorbom, 1993).3

AMOS-squared multiple correlations indicated that age and
personality factors accounted for 8% of commitment, 13% of

intimacy, and 12% of passion. In sum, age, personality, and

love dimensions accounted for 37% of the variance rela-
tionship length. The modified model is graphically depicted

in Fig. 1. The standardized path coefficients are shown in

Table 3.

Table 2 Bivariate correlations between the Big Five factors, love dimensions, age, and relationship length

Variable 1 2 3 4 5 6 7 8 9 10

1. Age – -.18** .46** -.09** -.12** .13** -.05** -.02** .08** -.11**

2. Sex – -.07** .05** -.03** -.02* .10** .22** .06** .21**

3. RL – .08** -.13** .38** -.05** .01 .09** -.01

4. Intimacy – .54** .56** .14** .30** .20** .02**

5. Passion – .40** .18** .29** .11** -.05**

6. Commitment – .01 .21** .17** -.03*

7. E – .20** .02** -.18**

8. A – .20** .01

9. C – .00

10. N –

N neuroticism, C conscientiousness, A agreeableness, E extraversion, RL relationship length

* p \ .05; ** p \ .01

3 The model was also repeated excluding those participants that scored
‘‘1’’ (that is, ‘‘not applicable’’ on relationship length. This computation
did not affect the results v2 = (6 df, p \ .01) 62.4, GFI = .99,
AGFI = .99, PGFI = .13, RMSEA = .03, AIC = 140.4.
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Multi-Group Analyses

A second set of analyses was carried out to determine
whether the overall model obtained for the total sample

would fit equally well for the male (n = 6,203) and female

(n = 9,827) groups separately. When testing for invariance
of a model, a prerequisite is that the unconstrained model

first fits the overall sample and then each sample individu-

ally (in this case, men and women separately; Byrne, 2004).
The final model obtained for the combined sample (Fig. 1)

was used to test the baseline for the multi-group analyses.

The estimation of male and female samples, respectively,
indicated that the same path coefficients could be used in

models for men and women, although not necessarily with

the same values v2 = (12 df, p \ .01) 100.2, GFI = .99,

AGFI = .99, PGFI = .13, RMSEA = .02.
We, therefore, proceeded by comparing fully constrained

and unconstrained v2 and respective df values. This com-

parison yielded a v2 difference value of 190.8 with 29 de-
grees of freedom, which was significant at p \ .01, indicat-

ing that the model was not invariant across sex. To explore

group differences, we examined the standardized residuals,
t-values, and modification indices for all parameters in each

group. Figure 2 depicts the individual coefficients for wo-

men and men, as well as the parameters that had to be free
in order to identify a well-fitting, constrained model v2 =

(28 df, p \ .01) 125.0, GFI = .99, AGFI =.98, PGFI =

.31, RMSEA = .01, which holds across sex (difference
between constrained and unconstrained is 25.0 with df =

16). It should be noted that two further paths (Neuroticism
and Conscientiousness to relationship length, respectively)

were not invariant across sexes, but had values below .10,

and were, therefore, not included in Fig. 2.

Discussion

Using SEM, the present study examined the association be-

tween Sternberg’s three love dimensions, Big Five personality
factors, and relationship length. Perhaps the most notable fea-

ture of the present results was the association between

Agreeableness and the three love dimensions, which contrasts
with the lack of such an association in the work of Engel et al.

(2002). We suggest that our results were more intuitively

plausible (see below), which raises the possibility that the find-
ings reported by Engel et al. with a sample of university

undergraduates do not generalize to the general population.

Age

N

Relationship
length 

A

E

C

Intimacy 

Passion

Commitment 

.11 (.15) 

.25 (.32) 
-.12 (-.30) 

.12 (.15) 

.38 (.41) 

.15 (.17) 

.41 (.23) 

-.26 (-.11) 

.12 (.22) 

-.11 (-.18) 

.26 (.47) 

.19 (.27) 

Fig. 1 The relationship between participant age, Big Five personality
factors, love dimensions, and relationship length. N neuroticism, C
conscientiousness, A agreeableness, E extraversion. All coefficients are
standardized beta values and are significant at p \ .01. Thickness of

arrows is directly proportionate to the size of beta values. Disattenuated
coefficients are indicated in brackets. For the sake of parsimony,
correlations within same-block variables and standardized beta param-
eters \ .10 have been omitted from the figure despite being in the model

Table 3 Standardized path (beta) coefficients for the whole sample

Parameter Beta

Age to N -.11**

Age to commitment .12**

Age to RL .38**

Age to passion -.12**

Agreeableness to passion .26**

Agreeableness to intimacy .25**

Agreeableness to commitment .19**

Extraversion to passion .11**

Conscientiousness to commitment .12**

Conscientiousness to intimacy .12**

Passion to relationship length -.26**

Commitment to relationship length .41**

** p \ .01
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Source:	  Ahmetoglu	  et	  al.	  (2010).	  The	  RelaZonship	  Between	  Dimensions	  of	  Love,	  Personality,	  	  
and	  RelaZonship	  Length.	  Archives	  of	  Sexual	  Behavior	   10	  
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Stephenson, 2009; MacCallum & Austin, 2000). Factor loadings were assessed for statistical significance at the pb .01 level. Model
fit indices are summarized in Table 4.

Two main models were tested for each of Grades 5, 6, and 7, using the revised versions of the Cs. In the first set of models, the
theoretically specified relationships between indicator (subscale) and latent variables are included. For Grade 6, both Sympathy
and Caring indicators were used to estimate the latent variable of Caring. In the second set of models, all Harter subscale residuals
were allowed to correlate. Improvement in fit between Models 1 and 2 for each Grade was tested and found to be significant.

The final models for Grades 5, 6, and 7 are shown in Fig. 1. Although the model χ2 indicates model— discrepancies at all three
waves, it is sensitive to sample size. With large sample sizes, the χ2 statistic can become unreasonably powerful at detecting
discrepancies between the model and the data and, under realistic conditions, perfect model fit is not to be expected (Bollen,

Table 4
Model fit statistics for cross-sectional models.

Grade 5 Grade 6 Grade 7

M1 M2 M1 M2 M1 M2

χ2 2611.22 1185.7 5330.11 1867.34 2879.09 2234.86
df 99 89 147 136 114 107
Change in χ2 1425.52 3462.77 644.23
RMSEA 0.094 0.065 0.111 0.066 0.098 0.083
Confidence interval (.091, .097) (.062, .069) (.108, .113) (.064, .069) (.095, .101) (.080, .086)
CFI 0.930 0.967 0.907 0.971 0.932 0.950

Note. M1 (model 1): no correlated residuals. M2 (model 2): correlated residuals for Harter subscales.

Fig. 1. a. Grade 5 PYD measurement model with standardized parameter estimates. b. Grade 6 PYD measurement model with standardized parameter estimates.
c. Grade 7 PYD measurement model with standardized parameter estimates.
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Source:	  Phelps	  et	  al.	  (2009).	  The	  structure	  and	  developmental	  course	  of	  PosiZve	  Youth	  	  
Development	  (PYD)	  in	  early	  adolescence.	  Journal	  of	  Applied	  Developmental	  Psychology	  	  
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were added for Grade 5 to Grade 6 and Grade 6 to Grade 7. This model resulted in a good fit (χ2=17741.13, df=1192, pb .01;
RMSEA=0.069 [0.068, 0.070]; CFI=0.954). The correlations across PYD at the three grades were 0.88 and 0.89 for Grades 5 to 6
and Grades 6 to 7, respectively; the correlation between PYD from Grade 5 to Grade 7 was 0.79. The structural part of the
longitudinal model is displayed in Fig. 2 (cF. Gestsdóttir, Lewin-Bizan, von Eye, Lerner, & Lerner, 2009-this issue).

Change in PYD across Grades 5, 6, and 7

Given the structural model of PYD, the variables for the Five Cs were computed as the average of each component for each
Grade. Then PYD was computed for each grade as the mean of the Five Cs, and scaled to range from 0 to 10. Descriptive statistics
are shown in Table 6. The Sympathy Scale for Grade 6 had a lowermean than the Caring Scale for Grade 6; thus, the Sympathy Scale
was standardized to have the samemean and standard deviation as the Caring Scale, tomake the constructs comparable over time.

A multilevel model was created to evaluate change in PYD across Grades 5, 6, and 7, and as well, to look at sex and SES
differences in change (per capita income andmother's education).With PYD centered at Grade 6, there was a small, but significant
decline in PYD over time [F(2888)=57.30, pb .001]. There were significant sex differences such that girls had higher PYD than
boys [F(2888)=160.02, pb .001], and significant positive relations between PYD and both income [F(2888)=40.79, pb .001] and
mother's education [F(2888)=40.53, pb .001]. Change in PYD did not differ for girls and boys, nor did change differ by income or
mother's education. Two- and three-way interactions were tested and found to be non-significant in all analyses.

Discussion

Prior to the launching of the 4-H Study of PYD (Lerner et al., 2005), the idea that the Five Cs could be used to depict the positive
outcomes of community-based, youth development programs (Eccles & Gootman, 2002; Roth & Brooks-Gunn, 2003a,b) remained

Fig. 1 (continued).
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153	  input	  
–	  49	  pars	  
=	  DF	  104	  

11	  

Explocon- 
modelling 



Source:	  Bakker,	  M.	  &	  Wicherts,	  J.	  M.	  (2011).	  The	  (mis)reporZng	  of	  staZsZcal	  results	  in	  psychology	  journals.	  
	  Behavior	  Research	  Methods,	  43,	  666-‐678.	  

Results:	  128	  papers	  (50%)	  contained	  at	  least	  one	  error	  
39	  papers	  (15%)	  contained	  at	  least	  one	  error	  related	  to	  p	  =	  .05	  
Conclusion:	  Errors	  predominantly	  led	  to	  “bever”	  results	  

12	  

Method:	  a	  representaZve	  
sample	  of	  257	  papers	  
Recomputed	  4720	  p-‐values	  
from	  NHST	  and	  checked	  for	  
consistency	  

p	  =	  .06	  

Are	  staZsZcal	  results	  checked	  by	  
(co-‐)authors	  and	  reviewers?	  



RMSEA:	  to	  report	  or	  not	  to	  report?	  
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27%	  of	  450	  	  
discrepancies	  
were	  >.005	  
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“Excellent	  fit”!	  ? 
X2: P<.05 

Check	  CFI	  (or	  
any	  of	  its	  

alternaZves)	  

RMSEA>.05 

RMSEA <.05 

CFI>.95 

Planned	  
model	   X2: P>.05 

CFI>.95 
RMSEA <.05 
  X2 : p >.05 

Write paper 

CFI<.95 
RMSEA >.05 
  X2 : p <.05 

  run EFA   

Check	  RMSEA	  
and	  dismiss	  X2	  
test	  (N	  =	  large)	  

CFI >.95 
? 

Check	  
ModificaZon	  
indices	  and	  
adapt	  model	  

EXPLOCON MODELLING 



So	  many	  SEMers…	  

§  report	  models	  that	  do	  not	  fit	  	  
§  employ	  explocon	  modelling	  (adapt	  models,	  
select	  “best“	  fit	  measures,	  etc.)	  

§  do	  not	  conduct	  proper	  cross-‐validaZon	  
§  do	  not	  report	  SEM	  results	  in	  a	  replicable	  
manner	  

§  make	  reporZng	  errors	  (to	  their	  benefit?)	  
§  misreport	  RMSEAs	  to	  reach	  rule-‐of-‐thumb	  

16	  

Observe 

Predict 

Theorize 

Test 

Evaluate 

De empirical cycle 

2"



Researchers	  (and	  SEMers)	  are	  only	  human!	  

17	  

This	  one	  SHOULD	  
really	  be	  higher!	  

If	  not	  my	  reviewers	  
will	  kill	  my	  paper	  

And	  I	  can	  forget	  about	  
gehng	  tenure	  …	  

And	  I	  cannot	  buy	  the	  
house	  I	  wanted	  



TesZng	  vs.	  Fihng	  

Finding	  a	  well	  fihng	  SE	  model	  is	  not	  the	  same	  as	  
tesZng	  the	  model.	  Yet,	  many	  SEMers	  typically	  
approach	  it	  as	  though	  they	  are	  doing	  the	  laver.	  
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Avoiding	  explocon	  modelling	  
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For	  confirmatory	  factor	  analyses	  and	  SEM	  
applicaZons	  that	  aim	  to	  “test”	  a	  certain	  
structural	  model	  (i.e.,	  confirmatory	  studies):	  
pre-‐register	  the	  modelling	  approach	  via	  OSF,	  
and/or	  use	  cross	  validaZon	  sample	  

Sources:	  Nosek,	  B.	  A.,	  Spies,	  J.,	  &	  Motyl,	  M.	  (2012).	  ScienZfic	  
Utopia:	  II	  -‐	  Restructuring	  IncenZves	  and	  PracZces	  to	  
Promote	  Truth	  Over	  Publishability.	  Perspec'ves	  on	  
Psychological	  Science,	  7,	  615-‐631.	  	  
Wagenmakers	  et	  al.	  (2012).	  An	  Agenda	  for	  Purely	  
Confirmatory	  Research.	  Perspec'ves	  on	  Psychological	  
Science,	  7,	  632-‐638.	  
	  



Avoiding	  explocon	  modelling	  

In	  exploratory	  analyses	  make	  sure	  that	  the	  
phrasing	  is	  correct:	  you	  aim	  to	  find	  a	  model	  that	  
gets	  you	  RMSEA<.05,	  CFI>.95,	  etc.	  And	  consider	  
it	  a	  model-‐comparison	  enterprise.	  
Be	  careful	  of	  any	  test	  that	  is	  in	  the	  model	  
(including	  those	  related	  to	  important	  
parameters).	  Or	  go	  Bayesian	  
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Avoiding	  errors:	  the	  copilot	  model	  

21	  

•  Let	  your	  co-‐authors	  (or	  colleagues)	  replicate	  
your	  analyses	  	  

•  Exercise	  openness	  concerning	  analyZc	  
choices	  

•  Share	  data	  &	  scripts	  with	  	  
collaborators	  

Source:	  Wicherts,	  J.	  M.	  (2011).	  Psychology	  must	  learn	  a	  
lesson	  from	  fraud	  case.	  Nature,	  480,	  7.	  



Replicability	  

22	  

Always	  enable	  replicability	  of	  results	  by	  “peers”	  
by	  publishing	  covariance	  matrices	  and	  scripts	  
and/or	  by	  publishing	  the	  data	  (e.g.,	  via	  the	  	  
Journl	  of	  Open	  Psychology	  Data)	  

Sources:	  Wicherts,	  J.	  M.	  (2013).	  Science	  revolves	  around	  the	  
data	  [Editorial].	  Journal	  of	  Open	  Psychology	  Data	  1(2).	  	  

hvp://openpsychologydata.metajnl.com	  

Structural Equation Modeling

We next conducted SEM with the data using AMOS 5.0

(Arbuckle, 2003). The choice of ordering is rarely straight-

forward in SEM (Davis, 1985; Kenny, 1979; Loehlin, 1992;
Pearl, 2000), and a predictive rather than causal model was

tested, primarily to provide a general picture of the rela-

tionship between target variables. The nine variables includ-
ed in the model (age, Big Five personality factors, Stern-

berg’s love dimensions, and relationship length) were di-

vided into four subsets in terms of their likely causal ordering.
Age was treated as an exogenous variable, personality factors

and love dimensions were modeled as both exogenous and

endogenous (mediators), and relationship length was treated
as endogenous.

The saturated model had 19 beta parameters. In this model,

paths were allowed from age to personality factors, from
personality factors to love dimensions, and from love dimen-

sions to relationship length (but no direct paths from age to

love dimensions and relationship length, respectively, or
from personality to relationship length). In addition, vari-

ables within the same block (that is, the Big Five factors and

the three love dimensions, respectively) were allowed to
correlate. The model’s goodness of fit was assessed via the v2

statistic (Bollen, 1989; tests the hypothesis that an uncon-

strained model fits the covariance or correlation matrix as
well as the given model; ideally, values should not be sig-

nificant); the goodness of fit index (GFI; Tanaka & Huba,

1985; a measure of fitness where values close to 1 are
acceptable) and its adjusted version (AGFI; adjust for the

number of degrees of freedom); the root mean square residual

(RMSEA; Browne & Cudeck, 1993; values of .08 or below
indicate reasonable fit for the model); the parsimony good-

ness-of-fit index (PGFI; Mulaik et al., 1989; a measure of

power that is optimal around .50); and the Akaike’s Infor-
mation Criterion (AIC; Akaike, 1973; gives the extension to

which the parameter estimates from the original sample will

cross-validate in future samples).

The saturated model, where only a variable directly to the
left of another was allowed to influence it, did not fit the data

well: v2 = (10 df, p \ .01) 4230.2, GFI = .95, AGFI = .77,

PGFI = .21, RMSEA = .16, AIC = 4300.2. Modifications
were, therefore, made in order to improve fit. On the basis of

the AMOS modification indices, expected parameter change

statistics, and standardized residuals, four paths were added
to the model. These included paths from age (the exogenous

variable) to commitment, passion, intimacy, and relationship

length. Additions were made one at a time, and were based on
multiple criteria that take into account theoretical, statistical,

and practical considerations. All other path coefficients and

fit statistics were examined after each addition to determine
its effect on these values. The modified model fitted the data

well: GFI = 1.0, AGFI = .99, PGFI = .13, RMSEA = .01

(.01–.02), AIC = 112.16, though the v2 = (6 df, p \ .01)
34.2 was significant (which, in large samples, tends to occur

even in well-fitting models (Joreskog & Sorbom, 1993).3

AMOS-squared multiple correlations indicated that age and
personality factors accounted for 8% of commitment, 13% of

intimacy, and 12% of passion. In sum, age, personality, and

love dimensions accounted for 37% of the variance rela-
tionship length. The modified model is graphically depicted

in Fig. 1. The standardized path coefficients are shown in

Table 3.

Table 2 Bivariate correlations between the Big Five factors, love dimensions, age, and relationship length

Variable 1 2 3 4 5 6 7 8 9 10

1. Age – -.18** .46** -.09** -.12** .13** -.05** -.02** .08** -.11**

2. Sex – -.07** .05** -.03** -.02* .10** .22** .06** .21**

3. RL – .08** -.13** .38** -.05** .01 .09** -.01

4. Intimacy – .54** .56** .14** .30** .20** .02**

5. Passion – .40** .18** .29** .11** -.05**

6. Commitment – .01 .21** .17** -.03*

7. E – .20** .02** -.18**

8. A – .20** .01

9. C – .00

10. N –

N neuroticism, C conscientiousness, A agreeableness, E extraversion, RL relationship length

* p \ .05; ** p \ .01

3 The model was also repeated excluding those participants that scored
‘‘1’’ (that is, ‘‘not applicable’’ on relationship length. This computation
did not affect the results v2 = (6 df, p \ .01) 62.4, GFI = .99,
AGFI = .99, PGFI = .13, RMSEA = .03, AIC = 140.4.
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Thank	  you!	  
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